


is related to the enthalpy of bind-
ing, ∆H, for a 1:1 binding through:

    ( 1 )

where P is the thermal power; 
[ML] denotes the molar concen-
tration of the complex and Vi is 
the current volume of the solu-
tion in the calorimetric vessel.

Results
In a cITC experiment the shape 
of the thermal power vs. time 
curve is crucial for an accurate 
determination of the binding 
parameters. Therefore the qual-
ity of the dynamic correction for 
the thermal lag of the instrument 
must be high. Time constants are 
normally evaluated from electrical 
calibration of the calorimetric ves-
sel. Here we have also performed 
a chemical steady-state calibration 
to obtain the time constants, by 
continuous injection of BaCl2 into 
the calorimetric vessel containing 
a large excess of 18-crown-6. The 
conditions ensured constant nearly 
100% binding of BaCl2 through-
out the titration so that a nearly 
steady-state signal was obtained. 
The cooling part of the calorimet-
ric curve was used to calculate the 
time constants of the calorimeter. 
One time constant was suffi cient 
to describe the calorimetric signal 
with good accuracy. In our case the 
quality of the dynamic correction 
was signifi cantly improved when 
the time constant obtained from 
the chemical calibration was used.

Figure 1 shows calorimetric data 
and the best-fit curve from the 
non-linear regression of the ex-
perimental data from continuous 
addition of BaCl2 to 18-crown-6. 
Figure 2 presents the results of 
the step-wise and continuous ti-
tration of RNAse A with 2’CMP. 

The calculated values of K and ∆H  
for the binding reactions are sum-
marized in Table 1. The input pa-

rameters for the simulation and the 
results from non-linear regression 
for ITC and cITC are shown in Ta-
ble 2. The values obtained by cITC 
data agree very well with the values 
obtain by ITC. Notably, the statis-
tical uncertainties are improved 
for the values obtained by cITC.

Due to the dramatic increase in data 
density, in particular in the transi-

tion area of the binding isotherm, 
we extend the dynamic range of 
equilibrium constant that is pos-
sible to determine by calorimetry, 
Figure 3. With cITC the dynamic 
range is improved by more than 
three orders of magnitude, 1≤ K CM 
≤3 106. With cITC one should be 
able to determine KD values down to 
pM range. Another important effect 
of the increase in data density is the 

Figure 1. The upper graph shows the dynamical corrected power-time curves of two cITC 
experiments: the addition of BaCl2 to 18-crown-6 and the dilution BaCl2 in water. The low-
er graph shows experimental data and the best-fi tted curve from the non-linear regression.

Figure 2. Calorimetric data along with the best-fi t results for the binding of 2’CMP 
to RNAse A. The upper graph: step-wise titration. 8 µl aliquots of 321 µM solution of 
2’CMP were consecutively added to 23 µM solution of RNAse A (V0=900 µl). Stirring 
speed was set to 60 rpm. The lower graph: cITC data (solid line) along with the best-
fi t results (dashed line). 291 µM 2´CMP was continuously titrated at 0.135 µl/s into 
23 µM RNAse A (V0=900 µl).



improved possibility to discriminate 
between different thermodynamic 
models of binding. To visualise 
this we have simulated ITC and 
cITC data for an imaginary protein 
system where an endogenous ligand 
is bound to the protein at the site at 
which the added ligand binds. We 
have examined a case when the 

Figure 3. The plot shows the number of points in the region of the transition for a 1:1 
binding curve for ITC (fi lled circles) and cITC (fi lled squares) versus the KCM values. 
The plot shows that for cITC the dynamic range for determining K is given by 1≤ K 
CM ≤3 106, which is more than three order of magnitudes larger than for ITC.

Table 1. Comparison of K and ∆H  for two reactions obtained by cITC and ITC at 
25°C, Ref  5.

ligand that is added competes with 
the endogenous ligand bound to a 
portion of the total binding sites. 
The simulated data were fi tted to 
three different models; 1:1 binding 
model, 2:1 binding model, and 1:
1 competition binding model with 
an endogenous ligand present. The 
standard error of point from the fi t 

of the cITC simulated data to the 
correct binding model, 1:1 competi-
tion binding model with an endog-
enous ligand present, was close to 
the applied noise, while standard er-
ror of point for the incorrect models, 
1:1 binding model and 2:1 binding 
model, were three times than the ap-
plied noise. In addition, the residu-
als from the fi t of the correct model 
showed random scattering, while 
the residuals from the fi ts to the in-
correct models showed pronounced 
non-random scattering. For the ITC 
simulated data the standard error 
of point from the fi ts to the correct 
and incorrect models did not differ 
enough to conclusively distinguish 
between the binding models. The 
residuals from the fi ts of the ITC 
simulated data did not differ to 
the same extent as for cITC. Thus 
determination of the most prob-
able binding model is complicated.

Conclusion
cITC is a powerful microcalorimet-
ric titration method that shortens the 
experimental time by a factor of ten 
while the number of experimental 
data points is increased more than 
30 times. The dramatic increase in 
data density makes it possible to 
extend the dynamic range of attain-
able affi nities by more than three 
orders of magnitudes compared to 
traditional ITC. Another effect of 
the increased data density is the 
improved possibility to distinguish 
between different binding models. 

For a more comprehensive descrip-
tion of cITC please refer to  refer-
ence 6.

Table 2. Input parameters for the simulation and results from non-linear regression 
for ITC and cITC. In the simulation the protein concentration in the vessel was 30 
µM, the initial volume in the vessel was 900 µl and the ligand concentration in the 
syringe was 300 µM.  In the ITC simulated experiment 10 µl of the ligand was added 
at each step and 25 data points were calculated. In the cITC simulated experiment the 
injection rate was 0.18 µl/s and 1200 data points were calculated. 

Input data ITC cITC
KLigandLigandLigand MLigand MLigand

-1 1.107 (1.09±0.79).107 (1.00±0.35).107

∆HLigandLigandLigandLigand kJ molLigand kJ molLigand
-1 50 50±26 49.6±0.7

KEndogenousEndogenousEndogenousEndogenous M
-1 1.105 (0.9±1.1).105 (1.1±0.4).105

∆HEndogenousEndogenousEndogenousEndogenous kJ mol-1 70 67±82 63±48
[Endogeneous] µM 5 5±7 5±3
ms/applied noise 5.5/4 µJ 42/40 nW

Reaction Ba2+ + 18-Crown-6 2´CMP  +  RNAse A
Method cITC ITC cITC ITC
K, , , M

-1 5775±14 5900±200 (0.865±0.010).106 (0.852±0.08).106

-∆H, kJ mol-1 31.19±0.04 31.42±0.20 75.62±0.20 75.45±0.95
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